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into two mechanisms: unconscious and conscious allocation (exogenous and
endogenous, respectively). One or more exogenous processes are responsible for
grouping of stimuli reaching the ears. The perceptual organisations of these processes
are directed to the endogenous selection mechanism. It is at this stage that both
conscious decisions and salient information about the incoming organisations are
combined, and a selection made which allows for the occasional over-ruling of
endogenous mechanisms by exogenous attention (e.g. a sudden loud bang or other
‘survival situations’). Only a single perceptual stream can be selected by the
mechanism, which simulates the capacity limitation of attention.

The model is based upon the oscillatory correlation theory ([12]; see also [10]), in
which neural oscillators representing a single stream are synchronised, and are
desynchronised from oscillators representing other streams. The model consists of two
stages: peripheral processing and a network of neural oscillators.

2 Peripheral Auditory Processing

Peripheral auditory processing is simulated by a bank of bandpass filters, followed by
a model of inner hair cell transduction. Specifically, the frequency selectivity of the
basilar membrane is modelled by a gammatone filterbank, in which the output of each
filter represents the frequency response of the membrane at a specific position [6]. The
gammatone filter is based on an analytical approximation to physiological
measurements of auditory nerve impulse responses. The gammatone filter of order n
and centre frequency f0 Hz is given by

. (1)

where φ represents the phase and H(t) is the unit step (Heaviside) function for which
H(t) = 1 if t ≥ 0 and H(t) = 0 otherwise. The bandwidth b is set to the equivalent
rectangular bandwidth (ERB), a psychophysical measurement of critical bandwidth in
human subjects [4]. A bank of 32 filters were used with centre frequencies equally
distributed on the ERB scale between 50 Hz and 5 kHz. The gain of each filter is
adjusted to simulate the pressure gains of the outer and middle ears. 

Our oscillator network requires an estimate of firing rate in each auditory filter
channel as its input. Accordingly, the envelope of each gammatone filter response is
computed, and this is half-wave rectified and compressed to give an approximation of
auditory nerve firing rate. 

3 Oscillator Network

The three conceptual stages of attentionally modulated computational auditory scene
analysis (segmentation, grouping, attentional stream selection) occur within an
oscillatory correlation framework (Fig. 1A).

The building block of the network is a single relaxation oscillator [11], which is
defined as a reciprocally connected excitatory variable x and inhibitory variable y:

. (2)
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. (3)

Here, ε, γ and β are parameters, I represents the oscillator’s external input, S
represents the coupling from other oscillators in the network, and η is a noise term.
Ignoring S and η, constant I defines a relaxation oscillator with two time scales. The x-
nullcline is a cubic function and the y-nullcline is a sigmoid function. When I>0, the
two nullclines intersect only at the middle branch of the cubic in which case the
oscillator exhibits periodic activity (a stable limit cycle). When I<0, the nullclines
intersect at a stable fixed point and no activity occurs. The oscillator activity is therefore
stimulus dependent.

3.1 Layer One: Segmentation and Grouping
The first layer of the network is based upon a one-dimensional locally excitatory
globally inhibitory oscillator network (LEGION [8]) composed of relaxation
oscillators. Synchronised blocks of oscillators (segments) form in this layer in which
each segment corresponds to a contiguous region of acoustic energy. The input I to layer
one is the estimate of auditory nerve firing rate in each channel. To restrict the spread
of activation across frequency, the firing rate is adjusted such that rates below a
threshold value are set to zero.

Layer one is a one-dimensional network of neural oscillators with a global inhibitor.
The coupling term S in (2) is given by:

. (4)

Here, Wik is the connection weight between oscillators i and k, and H is the
Heaviside function. The parameter θx is a threshold above which an oscillator can affect
others in the network and Wz is the weight of inhibition from the global oscillator z
whose activity is defined as:

Fig. 1. A. A one-dimensional, two-layer oscillator network performs segmentation and
grouping (layer one) followed by stream selection (layer two) to produce an ‘attentional
stream’. B. Section of the network showing how the output of the layer one activity, stimulus
intensity and attention highlight are combined. For clarity, excitatory and inhibitory
connections within layers are not shown.
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. (5)

Here, the input to the global inhibitor σ∞ = 1 if xk ≥ θz for at least one oscillator k,
otherwise σ∞ = 0. Similar to θx in (4), θz acts a threshold above which an oscillator can
affect the global inhibitor. If the global inhibitor receives supra-threshold stimulation
from at least one oscillator, z → 1.

Initially, all oscillators have the same phase (all frequencies belong to a single
stream) - an assumption supported by psychophysical evidence which suggests that
perceptual fusion is the default perceptual organisation [2].

An excitatory connection weight is placed between adjacent oscillators whose
corresponding auditory nerve firing rates exceed a threshold value to generate
segments. This allows contiguous regions of acoustic energy to be represented by
sychronised groups of oscillators.

Figure 2B shows the response over time of the first layer to a repeating sequence of
alternating high and low frequency tones (Fig. 2A). Each dot indicates that the oscillator
for that channel is active at that time step. From this, it can be seen that each tone
generates a synchronised block of oscillators. 

3.2 Layer Two: Attentional Stream Selection
The oscillators in the first layer are connected to oscillators in the second layer by
excitatory links. The strength of these connections is modulated by endogenous
attention, thus allowing multiple frequency regions to dominate the network. The
second layer is also a LEGION, but in this case the global inhibitor operates on a much
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Fig. 2. A. Stimulus spectrogram showing tones at 400Hz and 2kHz. B. Layer 1 output showing
segments corresponding to tones centred on channels 10 and 23. The time-domain representation
of the stimulus is shown below each plot for reference. The parameter values are: ε=0.1, γ=6.0,
β=0.1.
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slower timescale. This causes layer two to act as a winner take all (WTA) network (see
[12]). The activity of the layer two global inhibitor zs is defined as:

. (6)

Here, [n]+ = n if n ≥ 0 and [n]+ = 0 otherwise; α is the total activity of the layer two
network. This combined with the small value of c result in a quick rise and slow decay
for the inhibitor. It is the slow decay that allows this network to behave as a winner take
all network. When a group of oscillators are in the active phase, they feed input to the
slow inhibitor. The slow inhibitor through its quick rise and slow decay maintains a
level of inhibition that must be overcome by a group if the group is to oscillate. The
central idea for object selection is that one group sets the level of slow inhibition, which
can then be overcome by that group only. The key is to choose an appropriate value for
c in (6).

Input to oscillator k in the layer is a weighted version of the corresponding layer one
output:

. (7)

Here, Tk is the attentional threshold which is related to the endogenous interest at
frequency k; Ok is the activity of oscillator k in layer one and Lk is the thresholded firing
rate (see section 3.1) of the stimulus at frequency k (Fig. 1B).

An important property highlighted by [1] is the build up over time of the two tone
streaming effect. It is proposed that the level of endogenous interest builds over time in
relation to the input to the network. Attention can be reoriented consciously to other
segregated streams (without further buildup); when input ceases, endogenous interest
decays such that a second presentation of a stimulus will require a second buildup of
streaming. Such behaviour is achieved by use of a leaky integrator with slow rise and
decay time constants to weight the endogenous interest:

. (8)

Here, Ak is the endogenous interest at frequency k and S is the leaky integrator
defined as:

. (9)

Here, small values of a and d result in a slow rise and slow decay for the integrator.
The time-varying activity of the layer two network can be thought of as an attentional
stream: a trace through time highlighting which stream is in the attentional foreground
at any one time.

Lk is included in (7) to model the over-riding of endogenous attention by loud
acoustic events. In normal circumstances, the endogenously chosen group (using the
Ak) is the only group that can overcome the level of inhibition present in the network.
However, should a sufficiently loud stimulus appear outside the area of interest defined
by Ak, this will overcome the inhibition and so re-orientate attention exogenously.
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model is based on the previous neural oscillator work of Wang and colleagues [11][13]
but incorporates a number of novel factors. First, we use a one-dimensional layer of
oscillators, in contrast to the two-dimensional time-frequency grid used in Wang’s
model. The latter suffers from conceptual difficulties. The input to Wang’s two-
dimensional network is sampled at regular intervals, such that the network produces a
finite duration ‘snapshot’ of the auditory scene at each epoch. It is unclear how these
snapshots should be integrated to produce a time-varying estimate of stream content.
The model proposed here produces an attentional stream in continuous time; thus, there
is no need to deal with the difficult problem of combining overlapping temporal
snapshots. Furthermore, sequential grouping in Wang’s model is only possible via
lateral connections on the time axis, which do not have a known physiological correlate.
Sequential grouping is an emergent property of the model described here; segments
occurring over time which appear in the attentional stream are implicitly grouped.

The main contribution of this study is the incorporation of attentional mechanisms
within the oscillatory framework. Little work has been conducted on auditory models
with an attentional component. Wang's ‘shifting synchronisation’ theory [11] assumes
that ‘attention is paid to a stream when its constituent oscillators reach their active
phases’. Such stream multiplexing contradicts experimental findings [2], which show
that listeners perceive one dominant stream. Furthermore, his theory cannot explain
how attention can be redirected by a sudden stimulus. Such an event would be encoded
by Wang’s network as an individual stream which would be multiplexed as normal -
with no attentional emphasis. As the shifting synchronisation theory allows attention to
alternate quickly between each stream in the entire temporal snapshot, it is possible for
attention to switch from a stream at the beginning of the snapshot to one at the end (later
in time) and back again. This suggests a confusion in Wang’s model between ‘oscillator
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Fig. 4. The attentional stream of layer two (bottom) in response to the stimuli used in [3] (top).
Attentional interest Ak is shown to the right of each layer two diagram.
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time’ and ‘real time’. Attention exists in real time - but in Wang’s system it shifts in
oscillator time.

The model proposed here accounts for a number of psychophysical phenomena
including the streaming of alternating tone sequences [9] and its associated build-up
over time [1]. An attentional stream can also be re-directed by the onset of a new, loud
stimulus, and the model demonstrates other perceptual phenomena such as the capture
of a tone from a complex [3]. Current work is concentrating on using a pitch analysis
technique to allow segments to be created by cross-channel correlation and groups to be
formed by common periodicity. The model will then be expanded to account for
binaural streaming phenomena.

We would like to thank DeLiang Wang and the three anonymous reviewers for comments on
a previous version of this paper. The work of S. N. Wrigley is supported by the University of
Sheffield Hossein Farmy Scholarship.
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